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How to make sense of all these models?
Find the inductive biases they instill in the network

AlQuraishi, M., Sorger, P.K. Differentiable biology: using deep learning for 
biophysics-based and data-driven modeling of molecular mechanisms. Nat 

Methods 18, 1169–1180 (2021). 
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Overview

1. Images: Convolutional Neural Networks

2. Sequences: RNNs

3. Transformers

4. Current developments



1. Convolutional Neural Networks



How to deal with images
Naive approach: unroll them and passt them into an MLP 



Inductive Bias: Translational In-/Equivariance
Leverage the symmetry of your data

Bernhard Kainz – Deep Learning



Why leverage symmetries?
We need more data = our network is more efficient!

Training without translational symmetry

Training with translational symmetry



How do we do this in practice?
Implement neural network layers that respect these symmetries

Bernhard Kainz – Deep Learning



Convolutional Layers
Reminder: Matrix multiplication

(Goodfellow 2016)

Matrix (Dot) Product

CHAPTER 2. LINEAR ALGEBRA

define a vector by writing out its elements in the text inline as a row matrix,
then using the transpose operator to turn it into a standard column vector, e.g.,
x = [x1, x2, x3]>.

A scalar can be thought of as a matrix with only a single entry. From this, we
can see that a scalar is its own transpose: a = a>.

We can add matrices to each other, as long as they have the same shape, just
by adding their corresponding elements: C = A + B where Ci,j = Ai,j + Bi,j .

We can also add a scalar to a matrix or multiply a matrix by a scalar, just
by performing that operation on each element of a matrix: D = a · B + c where
Di,j = a · Bi,j + c.

In the context of deep learning, we also use some less conventional notation.
We allow the addition of matrix and a vector, yielding another matrix: C = A + b,
where Ci,j = Ai,j + bj . In other words, the vector b is added to each row of the
matrix. This shorthand eliminates the need to define a matrix with b copied into
each row before doing the addition. This implicit copying of b to many locations
is called broadcasting.

2.2 Multiplying Matrices and Vectors

One of the most important operations involving matrices is multiplication of two
matrices. The matrix product of matrices A and B is a third matrix C. In order
for this product to be defined, A must have the same number of columns as B has
rows. If A is of shape m ⇥ n and B is of shape n ⇥ p, then C is of shape m ⇥ p.
We can write the matrix product just by placing two or more matrices together,
e.g.

C = AB. (2.4)

The product operation is defined by

Ci,j =
X

k

Ai,kBk,j . (2.5)

Note that the standard product of two matrices is not just a matrix containing
the product of the individual elements. Such an operation exists and is called the
element-wise product or Hadamard product, and is denoted as A � B.

The dot product between two vectors x and y of the same dimensionality is the
matrix product x

>
y. We can think of the matrix product C = AB as computing

Ci,j as the dot product between row i of A and column j of B.
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Convolutional Layers
The weights are in the kernel

Goodfellow 2016

CHAPTER 9. CONVOLUTIONAL NETWORKS
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Figure 9.1: An example of 2-D convolution without kernel-flipping. In this case we restrict
the output to only positions where the kernel lies entirely within the image, called “valid”
convolution in some contexts. We draw boxes with arrows to indicate how the upper-left
element of the output tensor is formed by applying the kernel to the corresponding
upper-left region of the input tensor.
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Convolutional Layers
Convolution = Repeated Matrix Multiplication



How can I imagine that?
Sliding the kernel over the image

Vincent Dumoulin, Francesco Visin - A guide to 
convolution arithmetic for deep learning

https://arxiv.org/abs/1603.07285
https://arxiv.org/abs/1603.07285


How can I imagine that?
Multiple Kernels allow detecting multiple features



Pattern Recognition all over again
This time adjusted to the image case

F. Chollet, Deep Learning with Python

https://www.manning.com/books/deep-learning-with-python


Pattern Recognition all over again
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Pattern Recognition all over again
Look at it yourself!
Google Brain: Feature Visualisation OpenAI: Microscope

https://distill.pub/2017/feature-visualization/
https://openai.com/research/microscope


Avoid reducing size with padding
Different ways to pad (zero-pad, mean-pad, …)

Vincent Dumoulin, Francesco Visin - A guide to 
convolution arithmetic for deep learning

https://arxiv.org/abs/1603.07285
https://arxiv.org/abs/1603.07285


Make bigger jumps with strides

Vincent Dumoulin, Francesco Visin - A guide to 
convolution arithmetic for deep learning

https://arxiv.org/abs/1603.07285
https://arxiv.org/abs/1603.07285


Pooling: Shift-invariant operation
Reduce size, but no learning involved

F. Chollet, Deep Learning with Python

https://www.manning.com/books/deep-learning-with-python


Putting things together: A full CNN
Conv. Layers -> Pooling -> FC Layers



LeNet (1998): CNNs become a thing
Exactly what we discussed, just bigger



LeNet (1998): CNNs become a thing
Exactly what we discussed, just bigger



2. RNNs



The classic landscape
One architecture per community

Lucas Beyer, Transformer Talk



The transformer’s takeover
One community at a time

Lucas Beyer, Transformer Talk



How to deal with sequential data?
You can only look into the past, not into the future

Towardsdatascience.com

https://towardsdatascience.com/time-series-forecasting-1-initial-analysis-87e017501e98
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How to deal with sequential data?
You can only look into the past, not into the future



How to deal with sequential data?
You can only look into the past, not into the future

Wikipedia.org

https://en.wikipedia.org/wiki/Global_temperature_record


RNN: Recurrent Neural Networks
Making predictions with respect to time

colah.github.io



RNN: Recurrent Neural Networks
Making predictions with respect to time

colah.github.io



Different tasks, different architectures
Making predictions with respect to time

karpathy.github.io



RNNs have problems
Vanishing Gradients cause short context lengths

distill.pub/2019/memorization-in-rnns/
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RNNs have problems
Vanishing Gradients cause short context lengths

distill.pub/2019/memorization-in-rnns/



RNN variants tackle vanishing gradients
Still, the problem of limited context length remains

colah.github.io
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RNNs have problems
Vanishing Gradients cause short context lengths

distill.pub/2019/memorization-in-rnns/



RNNs have other problems, too
No parallelisation possible

karpathy.github.io



3. Transformers



Transformers to the rescue
Parallel instead of sequential encoding with attention

jinglescode.github.io



What is Attention?
Allowing every word to be influenced by any other word

Bahdanau et al, 2014, arxiv



What is Attention?
Apparently it is all you need



The Transformer
Not as scary as it looks like

Vaswani et al, 2017, arxiv



The Transformer
Not as scary as it looks like

Vaswani et al, 2017, arxiv



Input Embedding
Our computer does not understand English

Vocabulary One-hot vectors



Input Embedding
From one-hot encodings to word embeddings

One-hot vectors Word embeddings



Input Embedding
Play with a few word embeddings yourself

http://projector.tensorflow.org/

https://lamyiowce.github.io/word2viz/

https://ronxin.github.io/wevi/



Positional Embedding
We must tell our computer what comes first and what later

The Illustrated Tranformer, Jay Allamar
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Attention 
Looking at everyone around you to determine your update

Transformers from Scratch, peterbloem.nl
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Attention 
Learning the weights

FSDL Course



Attention 
Learning the weights

FSDL Course

What am I looking for?

What do I have?

What do I reveal/give to others?



Attention 
Learning the weights

FSDL Course

What am I looking for? What do I have? What do I reveal/give to others?



Imagine you are in a library
How do you answer a question you have?

FSDL Course

The titles books have on their spines

Information the book contains

The question you have



Multi-head attention 
Looking at everyone around you to determine your update

FSDL Course



Multi-head attention 
Looking at everyone around you to determine your update

FSDL Course



Multi-head attention 
Different heads attend to different parts in a sentence

Vaswani et al, 2017, arxiv



Multi-head attention 
The same applies for proteins

Vig et al, ILCR 2021



Layer Normalization
Standardize means and stds of input vectors

FSDL Course



The Transformer
Not as scary as it looks like

Vaswani et al, 2017, arxiv



Many good blogs about Transformers
I leave it to you to choose the ones you like best

1.The Illustrated Transformer (Pictures)
2.The Annotated Transformer (Code)
3.Transformers from Scratch (Code)
4.Transformers from Scratch (Again, this time long detailed deep dive)
5.An Intuitive Introduction to Transformers (Pictures)
6.The Transformer – Attention is All You Need ()
7.Primers – Transformer (Long, detailed Deep Dive)
8.Some Intuition on Attention and the Transformer (Short insights)
9.Transformer Math (If you want to implement a big one in practice)

http://jalammar.github.io/illustrated-transformer/
http://nlp.seas.harvard.edu/annotated-transformer/
https://peterbloem.nl/blog/transformers
https://e2eml.school/transformers.html
https://blog.paperspace.com/attention-is-all-you-need-the-components-of-the-transformer/
https://glassboxmedicine.com/2019/08/15/the-transformer-attention-is-all-you-need/
https://aman.ai/primers/ai/transformers/
https://eugeneyan.com/writing/attention/
https://blog.eleuther.ai/transformer-math/


Model architectures are influenced by the 
inductive bias of the data. is present, while
Respecting symmetry and making models 
scale well are two popular approaches these 
days.

🥡 Takeaway 🥡


