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1. Protein Evolution



How do we get function from sequence?

Compare similar proteins across species via alignments
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https://www.youtube.com/watch?v=UJGtwUFQKfs

Evolution can give us hints about function
Phylogenetics: the study of evolutionary history

Phylogenetics
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https://www.youtube.com/watch?v=Rfw7thgGTwI

Evolution can give us hints about function

Conservation: which residues are important?

Phylogenetics
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https://www.youtube.com/watch?v=Rfw7thgGTwI

Evolution can give us hints about function

Coevolution: which residues interact?
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https://www.youtube.com/watch?v=Rfw7thgGTwI

Evolution can give us hints about function

Coevolution: many types of interactions possible
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https://www.youtube.com/watch?v=Rfw7thgGTwI

Fithess Prediction of Variants

How do we model this problem?
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https://www.youtube.com/watch?v=ZFzhFMl30oE

General Substitution Rules

Context-independent scores
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https://www.youtube.com/watch?v=ZFzhFMl30oE

Single-site models: Conservation

Site-independent scores based on single sites

column conservation —— indicator function
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https://www.youtube.com/watch?v=ZFzhFMl30oE

Pairwise models: Coevolution

Interactions captured, but still site-independent
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https://www.youtube.com/watch?v=ZFzhFMl30oE

Higher-order models

Taking context into account

column conservation pairwise interactions
(Potts model)

D@ W E
D00 0@C

0,0.0
0,0.0
0,0.0
0;©.0
;0,0
KHAMD
;0.0

OpenBioML Talk



https://www.youtube.com/watch?v=ZFzhFMl30oE

Context is everything

Functions can vary depending on the local environment

Wikipedia



https://en.wikipedia.org/wiki/Protein_folding

2. Language Modelling



Evolution of language modelling

A similar story: we start with site-independent models

And the king... [06.2, ©0.03, -0.4, ..] e
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However, the queen... (0.1, -0.51, 0.2, ..] L T—

Talk Chris Manning



https://www.youtube.com/watch?v=gaSUDya27Ck

Evolution of language modelling

A similar story: site-independent models (Word2Vec, GloVe, ...}

Along the river bank ... [6.1 ©.03, -0.5, ..]

—) ) ?

The bank robber ... [6.1, ©.03, -0.5, ..]

Talk Chris Manning



https://www.youtube.com/watch?v=gaSUDya27Ck

Evolution of language modelling

Solution: contextual representations

Along the river bank ... [6.1 ©.03, -0.5, ..]

—) ) ?

The bank robber ... [60.2, -0.35, 0.4, ..]

Semi-supervised sequence learning, Google, 2015



Evolution of language modelling

Solution: contextual representations

Semi-supervised Sequence Learning

Andrew M. Dai Quoc V. Le
Google Inc. Google Inc.
adai@google.com gvl@google.com
Abstract

We present two approaches that use unlabeled data to improve sequence learning
with recurrent networks. The first approach is to predict what comes next in a
sequence, which 1s a conventional language model in natural language processing.
The second approach is to use a sequence autoencoder, which reads the input se-
quence into a vector and predicts the input sequence again. These two algorithms
can be used as a “pretraining” step for a later supervised sequence learning algo-
rithm. In other words, the parameters obtained from the unsupervised step can be
used as a starting point for other supervised training models.

Semi-supervised sequence learning, Google, 2015



ELMo: next-word prediction

Solution: contextual representations

0.1% | Aardvark
Possible classes:

All English words 10%  Improvisation

0% | Zyzzyva
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Jay Allamar - lllustrated BERT
ELMo: Deep Contextual Word Embeddings, Ai2 & UW, 2017



ELMo: forward and backward

Look at text from both ways

—mbedding of “stick” in “Let’s stick to” - Step #1

Forward Language Model Backward Language Model
LSTM > A A
Layer #2
LSTM & -0 @
Layer #1 w w w
Embedding EEEE $SEEE | EEEE

Jay Allamar - lllustrated BERT
ELMo: Deep Contextual Word Embeddings, Ai2 & UW, 2017



Ing In NLP
INg

how to do transfer learni
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Transformers are good at Transfer Learning

Use unlabeled data to get better on specific tasks

A LOT of data Much less data

Pretrained large model

Large model

Traditional Machine Learning: Transfer learning:
slow training on a lot of data fast training on a little data

FSDL Course



OpenAl Transformer

Train Deep Transformer LM and fine-tune on final task
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Improving Language Understanding by Generative Pre-Training, OpenAl, 2018



OpenAl Transformer

Train Deep Transformer LM and fine-tune on final task

0.1%  Aardvark
Possible classes:

All Eng“sh words 10% |Improvisation

0% @ Zyzzyva

[ FFNN + Softmax ]
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Jay Allamar - lllustrated BERT
Improving Language Understanding by Generative Pre-Training, OpenAl, 2018



OpenAl Transformer

Train Deep Transformer LM and fine-tune on final task

0.1% Aardvark

Possible classes: 0
All Eng“gh words 10% Improvisation
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Jay Allamar - lllustrated BERT
Improving Language Understanding by Generative Pre-Training, OpenAl, 2018



Problem: Decoder only

How does our model learn to think backward?

—mbedding of “stick” in “Let’s stick to” - Step #1

Forward Language Model

Backward Language Model
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Jay Allamar - lllustrated BERT



BERT

Just use encoders and mask random tokens

Use the output of the 0.1% | Aardvark

masked word’s position
to predict the masked word

Possible classes:
All English words 10% Improvisation

0% @ Zyzzyva

FFNN + Softmax

BERT

Randomly mask —

15% of tokens
[CLS] [MASK]

Input
[CLS]

BERT's clever language modeling task masks 15% of words in the input and asks the model to predict the missing word. Jay Allamar - lllustrated BERT



Language Models
Bigger = Better ?

1 - Semi-supervised training on large amounts 2 - Supervised training on a specific task with a
of text (books, wikipedia..etc). labeled dataset.
The model is trained on a certain task that enables it to grasp Supervised Learning Step
patterns in language. By the end of the training process, —_— — T - — - —
BERT has language-processing abilities capable of empowering ” \
many models we later need to build and train in a supervised way. 75% Spam

, Classifier — |

Semi-supervised Learning Step 25% | Not Spam I
’ T I
I Model: I
| Model: (pre-trained
I in step #1)

I Email n . Class
Dataset: | I
= Buy these pills Spam
WIKIPEDIA .
Die freie Enzyklopadie I Dataset: Win cash prizes Spam I
| .. Predict the masked word Dear Mr. Atreides, please find attached... = Not Spam
Objective: . l
N (langauge modeling) \ y,

Jay Allamar - lllustrated BERT



Transformers are good at Transfer Learning

Pre-Training improves downstream performance

e aid - Movie Review "
a visually stunning . —_ DOSIU\/@

rumination on love” Sentiment Classifier

Jay Allamar — Using BERT for the first time



Transformers are good at Transfer Learning

Pre-Training improves downstream performance

Movie Review Sentiment Classifier

/" DistiBERT \ [/ Logistic
1 Regression

4 e,
“a visually stunning
rumination on love”

—  pPOSItiVE

- ‘@ewm

Jay Allamar — Using BERT for the first time



Language Models
Bigger = Better ?
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huggingface.co/blog/large-language-models



3. Protein Linguistics:
Language Models in Biology



Proteins vs Sentences: The same?

Similar, but also important differences

Text Protein sequence
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Subject Verb Object Disulfide bone i
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Watson and Crick solved the structure of DNA in 1953 String

Global SN T
@ @ @ | N : O —
properties Y
\ == : € il . 4
. b CA
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Dimi Boeckaerts



Proteins vs Sentences: The same?

Similar, but also important differences

Text Protein sequence
/ \ Phosphorylation Active site
Subject Verb Object | Disulfide bond
. | e IS Loca ? r——
owe || Propertes [ — N ——S—
Structure
Watson and Crick solved the structure of DNA in 1953 String ... EDKSKRLNTILNTMSTIYSTGKVCNPDNPQECLLLEP ...
O0r ® & |- i _ 7
Yy properties il =™
= | Y
K Sentiment Topic Language / Subcellular localization Organism Stability
. Distant interactions In
Can you read a protein? :
protein structures
Bias in

Past and Future tense?

Sequencing/Research

Dimi Boeckaerts



Proteins vs Sentences: The same?

Similar, but also important differences

(a) (b)
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Ferruz et al, 2022, arxiv



The linguistic hypothesis

Did evolution force proteins to develop a “language”?

* The space of naturally occurring proteins occupies
a learnable manifold.

* This manifold emerges from evolutionary pressures
that heavily encourage the reuse of components at
many scales: from short motifs of secondary
structure, to entire globular domains.

moalquraishi.wordpress.com



Protein Language Models

Train a model to understand the language of proteins

&
Control tag(s)

(polts ) -

CSpors ) -
( Review )5%)—>
( Review )19}

Model

O )

English
language
model

Generated english sentence

— Voting for the presidential election has begun

— The Red Sox defeated the Yankees at Fenway

— This knife is excellent for slicing meat

- /

—> This knife is poorly made, not sharp at all!

b

Control tag(s)

GmmunoglobulirD—»
CChorismate mutase)—>

( Glucosaminidase )—»

Model

4 )

Protein
language
model

( Phage lysozyme )—»

Generated protein sequence

— DIQMTQSPASLS ... PKSFNRNEC

— YIEKYNAIAERHK ... RHKLNRFDG

—> NIDFGFICELEGF ... ADLLESSMR

> MSNTELELLRQK ... KEKAGLELQ

&F

N
‘:m({l‘g ) -

Madani, A., Krause, B., Greene, E.R. et al. Large language models generate functional
protein sequences across diverse families. Nat Biotechnol 41, 1099-1106 (2023).



Protein Language Models

Train a model to understand the language of proteins
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Efficient Evolution
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Hie et al. Efficient evolution of human antibodies from
general protein language models. Nat Biotechnol (2023)



Generalisation beyond natural proteins?

Promising signs, but no consensus yet among researchers
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Verkuil et al, 2022



4. Practical Considerations



Clever Hans Moment in NLP

Do our models learn what we want them to learn?
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https://thegradient.pub/nlps-clever-hans-moment-has-arrived/

Clever Hans Moment in NLP

Often they just learn heuristic shortcuts

Article: Super Bowl 50

Paragraph: “Peyton Manning became the first quarter-
back ever to lead two different teams to multiple Super
Bowls. He is also the oldest quarterback ever to play
in a Super Bowl at age 39. The past record was held
by John Elway, who led the Broncos to victory in Super
Bowl XXXIII at age 38 and is currently Denver’s Execu-
tive Vice President of Football Operations and General
Manager. Quarterback Jeff Dean had jersey number 37
in Champ Bowl XXXIV.”

Question: “What is the name of the quarterback who
was 38 in Super Bowl XXXIII?”

Original Prediction: John Elway

Prediction under adversary: Jeff Dean

Gradient Article



https://thegradient.pub/nlps-clever-hans-moment-has-arrived/

What can you do?

Spend significant time on good evaluations!

Target Ligand Complex

docking
-+ >
' docki
+ ‘%‘/(0 ocking R

Wikipedia



https://en.wikipedia.org/wiki/Docking_%28molecular%29

What can you do?

Spend significant time on good evaluations!

100%

80%

60%

40%

Percentage of predictions
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5gy, ©00%
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W RMSD < 2A & PB-Valid

Astex Diverse set
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45%

35%
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777
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5% I —
DeepDock Uni-Mol DiffDock EquiBind TankBind
DL-based DL-based blind

Buttenschoen et al, 2023



What can you do?

Spend significant time on good evaluations!

R

(d) Internal clash. DeepDock prediction for ligand BDI of protein-ligand complex
1IN2V. RMSD 1.6A.

(e) Aromatic rings not flat. TankBind prediction for ligand CRZ of protein-ligand
complex 1TOW. RMSD 2.2 A.

0 &

(f) Double bond not flat. TankBind prediction for ligand DBQ of protein-ligand
complex 1U4D. RMSD 1.7A. Buttenschoen et al, 2023



What can you do?

Prepare your datasets to avoid heuristic short-cuts for models!

A. Q21209 B.
QO7QMS5
QOBQM4

QR47CJ6
QSNY48

- Q7WIC8

QIHTAT
AIWNR15
A2SFB1
AIVRIZ

ACCT 417

AOLVKG
AdFHS 4

T A4CHNES
*

Q2BB18
Q49Y94 |

\

EFl Similarity Tool



https://efi.igb.illinois.edu/efi-est/tutorial.php

5. Current Research



Limitations of current approaches

Both alignhments and PLMs have pros and cons

e [earn a distribution from sequences in a Multiple-Sequence Alignment (MSA) -- either at position level
(e.g., Site independent’), pairs of positions (eg., EVmutation') or full sequence (eg., DeepSequence?, EVE®)

e Limitations:

Alignment-based o Unable to score insertions & deletions (‘indels’) i1 I | ‘-i
models o Need fairly deep alignments to learn complex dependencies across | I I |f d“A” 'T. =
positions (certain proteins are difficult to align eq., disordered proteins) - ” a

o Lack of information sharing across families (each model is trained -
from scratch) e

e Train a (masked) language model on large quantities of aligned sequences (eg., MSA Transformer®) or
non-aligned sequences (eg., ESM-1v°) across protein families

e Since MLMs do not learn a proba over full protein sequences, fitness is approximated via the
masked-marginals heuristic:

Protein language _mt wt
R Zlogp (=gt ICE\T) logplzi=2a |:1:\T)
teT

e Limitations (MLMSs):
o Unable to score insertions & deletions (‘indels’)

o Approximation for multiple mutations: ignore dependencies across mutations
o Mismatch between training Vs inference: mask 15% tokens during training Vs 1+ token(s) at inference

OpenBioML! Talk



https://www.youtube.com/watch?v=ZFzhFMl30oE

How can we augment our language models?

Give them access to tools and resources in the outside world

Retrieval Chains Tools

Augment with Augment with Augment with
a bigger corpus more LLM calls outside sources

FSDL 2022, LLM Bootcamp



https://fullstackdeeplearning.com/llm-bootcamp/spring-2023/augmented-language-models/

Tranception: a transformer with retrieval

Combine the best of both worlds

a Autoregressive inference
conditioned on prior tokens

é |

| =

: - E
Retrieved R R EEEEE TP & I

sequences . ' N
INMSA + - - mmmmm oo

o D

X A
W e e A s s s s s s s

Retrieval inference
N F based on empirical
| Y distribution at aligned
- position

_________________________

_________________________

OpenBioML Talk



https://www.youtube.com/watch?v=ZFzhFMl30oE

We can get clever with retrieval

We can use learned embeddings to compare similarities!

Most similar objects according to metric

embed 01231 / \

0.7/412

0.6221

Object Query embedding Embedding index

FSDL 2022, LLM Bootcamp



https://fullstackdeeplearning.com/llm-bootcamp/spring-2023/augmented-language-models/

Scaling Laws: Bigger is better?

Are we at the end of scaling? A controversial topic

B # ESM-2 Parameters
107 108 10°

w—— ESM-1b

ESM-2
(150M)

O O
N o

Long Range P@L
O
N

10° 104 10°
MMSeqs Hits w/ Evalue < 1

Lin et al, 2022



¥ Takeaway @

While protein language models show strong
performance on a number of tasks, relevant
and meaningful evaluations are still an
active area of research.



