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1. Protein Evolution



How do we get function from sequence?
Compare similar proteins across species via alignments

Simons Institute

https://www.youtube.com/watch?v=UJGtwUFQKfs


Evolution can give us hints about function
Phylogenetics: the study of evolutionary history

ColabFold Talk

https://www.youtube.com/watch?v=Rfw7thgGTwI


Evolution can give us hints about function
Conservation: which residues are important?

ColabFold Talk

https://www.youtube.com/watch?v=Rfw7thgGTwI


Evolution can give us hints about function
Coevolution: which residues interact?

ColabFold Talk

https://www.youtube.com/watch?v=Rfw7thgGTwI


Evolution can give us hints about function
Coevolution: many types of interactions possible

ColabFold Talk

https://www.youtube.com/watch?v=Rfw7thgGTwI


Fitness Prediction of Variants
How do we model this problem?

OpenBioML Talk

https://www.youtube.com/watch?v=ZFzhFMl30oE


General Substitution Rules
Context-independent scores

OpenBioML Talk

https://www.youtube.com/watch?v=ZFzhFMl30oE


Single-site models: Conservation
Site-independent scores based on single sites

OpenBioML Talk

https://www.youtube.com/watch?v=ZFzhFMl30oE


Pairwise models: Coevolution
Interactions captured, but still site-independent

OpenBioML Talk

https://www.youtube.com/watch?v=ZFzhFMl30oE


Higher-order models
Taking context into account

OpenBioML Talk

https://www.youtube.com/watch?v=ZFzhFMl30oE


Context is everything
Functions can vary depending on the local environment

Wikipedia

https://en.wikipedia.org/wiki/Protein_folding


2. Language Modelling



Evolution of language modelling
A similar story: we start with site-independent models

Talk Chris Manning

And the king…

However, the queen…

[0.2, 0.03, -0.4, …]

[0.1, -0.51, 0.2, …]

https://www.youtube.com/watch?v=gaSUDya27Ck


Evolution of language modelling
A similar story: site-independent models (Word2Vec, GloVe, …)

Talk Chris Manning

Along the river bank …

The bank robber …

?
[0.1 0.03, -0.5, …]

[0.1, 0.03, -0.5, …]

https://www.youtube.com/watch?v=gaSUDya27Ck


Evolution of language modelling
Solution: contextual representations

Semi-supervised sequence learning, Google, 2015

Along the river bank …

The bank robber …

?
[0.1 0.03, -0.5, …]

[0.2, -0.35, 0.4, …]



Evolution of language modelling
Solution: contextual representations

Semi-supervised sequence learning, Google, 2015



ELMo: next-word prediction 
Solution: contextual representations

ELMo: Deep Contextual Word Embeddings, Ai2 & UW, 2017
Jay Allamar – Illustrated BERT



ELMo: forward and backward
Look at text from both ways

ELMo: Deep Contextual Word Embeddings, Ai2 & UW, 2017
Jay Allamar – Illustrated BERT



ULM-FiT: how to do transfer learning in NLP
Use more than embeddings: finetuning for transfer learning

ULM-FiT, 2018



Transformers are good at Transfer Learning
Use unlabeled data to get better on specific tasks

FSDL Course



OpenAI Transformer
Train Deep Transformer LM and fine-tune on final task

Improving Language Understanding by Generative Pre-Training, OpenAI, 2018



OpenAI Transformer
Train Deep Transformer LM and fine-tune on final task

Improving Language Understanding by Generative Pre-Training, OpenAI, 2018
Jay Allamar – Illustrated BERT



OpenAI Transformer
Train Deep Transformer LM and fine-tune on final task

Improving Language Understanding by Generative Pre-Training, OpenAI, 2018
Jay Allamar – Illustrated BERT



Problem: Decoder only 
How does our model learn to think backward?

Jay Allamar – Illustrated BERT



BERT
Just use encoders and mask random tokens

Jay Allamar – Illustrated BERT



Language Models
Bigger = Better ?

Jay Allamar – Illustrated BERT



Transformers are good at Transfer Learning
Pre-Training improves downstream performance

Jay Allamar – Using BERT for the first time



Transformers are good at Transfer Learning
Pre-Training improves downstream performance

Jay Allamar – Using BERT for the first time



Language Models
Bigger = Better ?

huggingface.co/blog/large-language-models



3. Protein Linguistics:
Language Models in Biology



Proteins vs Sentences: The same?
Similar, but also important differences

Dimi Boeckaerts



Proteins vs Sentences: The same?
Similar, but also important differences

Dimi Boeckaerts

Can you read a protein?

Past and Future tense?

Distant interactions in 
protein structures

Bias in 
Sequencing/Research



Proteins vs Sentences: The same?
Similar, but also important differences

Ferruz et al, 2022, arxiv



The linguistic hypothesis
Did evolution force proteins to develop a “language”?

moalquraishi.wordpress.com

• The space of naturally occurring proteins occupies 
a learnable manifold. 

• This manifold emerges from evolutionary pressures 
that heavily encourage the reuse of components at 
many scales: from short motifs of secondary 
structure, to entire globular domains.



Protein Language Models
Train a model to understand the language of proteins

Madani, A., Krause, B., Greene, E.R. et al. Large language models generate functional 
protein sequences across diverse families. Nat Biotechnol 41, 1099–1106 (2023).



Protein Language Models
Train a model to understand the language of proteins

Madani, A., Krause, B., Greene, E.R. et al. Large language models generate functional 
protein sequences across diverse families. Nat Biotechnol 41, 1099–1106 (2023).



Applications of PLM
Efficient Evolution

Hie et al. Efficient evolution of human antibodies from 
general protein language models. Nat Biotechnol (2023)



Generalisation beyond natural proteins?
Promising signs, but no consensus yet among researchers

Verkuil et al, 2022



4. Practical Considerations



Clever Hans Moment in NLP
Do our models learn what we want them to learn?

Gradient Article

https://thegradient.pub/nlps-clever-hans-moment-has-arrived/


Clever Hans Moment in NLP
Often they just learn heuristic shortcuts

Gradient Article

https://thegradient.pub/nlps-clever-hans-moment-has-arrived/


What can you do?
Spend significant time on good evaluations!

Wikipedia

https://en.wikipedia.org/wiki/Docking_%28molecular%29


What can you do?
Spend significant time on good evaluations!

Buttenschoen et al, 2023



What can you do?
Spend significant time on good evaluations!

Buttenschoen et al, 2023



What can you do?
Prepare your datasets to avoid heuristic short-cuts for models!

EFI Similarity Tool

https://efi.igb.illinois.edu/efi-est/tutorial.php


5. Current Research



Limitations of current approaches
Both alignments and PLMs have pros and cons

OpenBioML Talk

https://www.youtube.com/watch?v=ZFzhFMl30oE


How can we augment our language models?
Give them access to tools and resources in the outside world 

FSDL 2022, LLM Bootcamp

https://fullstackdeeplearning.com/llm-bootcamp/spring-2023/augmented-language-models/


Tranception: a transformer with retrieval
Combine the best of both worlds 

OpenBioML Talk

https://www.youtube.com/watch?v=ZFzhFMl30oE


We can get clever with retrieval
We can use learned embeddings to compare similarities!

FSDL 2022, LLM Bootcamp

https://fullstackdeeplearning.com/llm-bootcamp/spring-2023/augmented-language-models/


Scaling Laws: Bigger is better?
Are we at the end of scaling? A controversial topic

Lin et al, 2022



While protein language models show strong 
performance on a number of tasks, relevant 
and meaningful evaluations are still an 
active area of research.

🥡 Takeaway 🥡


